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ABSTRACT

In hostile environment, Global Navigation Satellite
System (GNSS) could be disturbed by intentional
jamming. Many adaptive algorithms have been
developed to deal with these threats, among whictse
of antenna arrays is one of the most efficient.
However, most of them have been designed under
stationary hypothesis and their performances in
harsher environments are questionable. For instange
when a GNSS receiver is placed near rotating bodigs
the signal undergo complex and non-stationary effés
called Rotor Blade Modulation (RBM). These
variations can degrade significantly anti-jamming
performance. This paper investigates the impact adhe
RBM on three conventional space-time adaptive
processing (STAP). First, to simulate the RBM, the
signal received by an antenna mounted on a helicapt
is computed thanks to electromagnetic (EM)
asymptotic methods. Then, to quantify precisely the
loss in performance of each algorithm, we compare
post correlation carrier to noise ratio (post - C/ND)
and covariance matrix estimation with respect of tke
time. Finally, the simulation results are confirmedby
experiments conducted on an EC-120 helicopter with
an L-band Continuous Wave (CW) jammer.

INTRODUCTION

Interference and multipath mitigation is one of thajor
challenges to improve Global Navigation Satellijest®m
(GNSS) performance. Frequency mitigation techniques
have shown limited results against wideband (WB)
interferences. To overcome this drawback, one has
investigated spatial filtering in adding more thane
sensor. The mitigation is then improved by addingyenm
degrees of freedom and then discriminate moreyetssl
undesired signal. In the majority of adaptive spéme
space-time) filtering techniques used in Controlled
Reception Pattern Antenna (CRPA), the covariance
matrix estimation is needed. Obviously in highlynno
stationary environments, the common assumptionidé w
sense stationary is no longer valid and covarianarix
estimation exhibits strong mismatches leading torpo
anti-jamming performances. Moreover, in presence of
multipath (for example local antenna reflectiong)is
covariance matrix does not represent anymore tlaetex



Direction of Arrival (DoA) of the different wavefras
because of the strong correlation between the péths
these cases, the majority of adaptive processing
drastically degrades. It's clearly the case wheardanna

is placed near rotating bodies where these two tivega
issues occur. The rotation of the scatterers cseate
periodic time-varying effects on the phase and the
amplitude of the received signal. Consequently,alisu
anti-jamming processing fails to reject these non-
stationary effects. This phenomenon is well knovn a
Rotor Blade Modulation (RBM) in the literature.

In this paper, we focus on the case of a GNSS maten
array placed under the main rotor of a helicoptet we
investigate the effects of the RBM on standard GNSS
anti-jamming methods. The effects of RBM on GNSS
receivers have been experimentally studied [1], for
instance by O'Brien et al. [2] but these approaddg
focus on GNSS receiver measurements i.e. with fixed
radiated pattern antenna (FRPA). A study condubted
Gupta et al. [3] deals with the same topic than aper

but its disclosure is restricted. Consequently, gkisting
literature on this subject is clearly very poor.

The present paper proposes to extend their studies
controlled radiated pattern antennas (CRPA). Ourkwo
covers three main areas: 1) ElectroMagnetic (EM)
simulations of the RBM received signal, 2) effects
several adaptive algorithms performance, and 3)
comparison of the simulations with real data.

In the first part, to characterize the RBM radiecstic
phenomenon, EM simulations are performed with the
ONERA software "FERMAT" [4]. ONERA, the « Office
National d’Etudes et de Recherches Aérospatiales
(ONERA) », is a French aerospace research centéis
software is based on hybridization between ray-daing

and asymptotic methods such as Physical Optics (fPO)
Equivalent Current Method (ECM). The simulationg ar
performed with a 3D model of the helicopter of et
and they predict faithfully the EM field receivey khe
RHCP antenna. These methods are perfectly adapted f
L-band EM computations on such a complex scenario.
Thus, the signature of the RBM could be investigate
Time-Frequency, Time-Delay and Direction of
Arrival/Doppler domains. On this basis, we know htmw
compute the effect of the RBM on a jammer on the on
hand and a wideband GNSS signal on the other hand.

Then, in a second part, using this simulation ef RBM
effects as an input, standard anti-jamming algorith
could be applied and compared. Power inversion, (PI)
Minimum Power Distortionless Response (MPDR) or
Minimum Mean Square Error (MMSE) beamforming are
reminded and tested to mitigate interference irsgmee
of RBM. The loss in rejection performance is estdigd

by using post carrier to noise ratio (post - C/N@t is to
say after correlation with the local code withie tBNSS
receiver. As a matter of fact, it has been dematestr[5]

[6] that for GNSS applications, the common outpré-p
correlation Signal plus Interference to Noise Rétie -

SINR) is not a sufficient criterion of performance’s
deeper analysis could be conducted by showingerarri
phase and delay code biases but the paper onlg focu
the C/NO evaluation. The results show that, whatéve
algorithms, the performances of rejection are sgfiyon
deteriorated in presence of RBM. A covariance matri
analysis is also conducted to explain this brakerdwith
interference.

Finally, to confirm EM simulation results, real dat
experiments are presented in a last part. The Erpet
involves a three blade helicopter landed on aroairpnd
radiated by an interference source. A 2x2 squarayar
GNSS right hand circularly polarized (RHCP) antemma
placed close to the helicopter under the main rofbe
jammer is a RHCP L-band wave located above the
helicopter in order to cross the blades path. The
experiment has been conducted with a ContinuouseWav
(CW) source with and without blade rotation.

ROTOR BLADE MODULATION SIMULATION
AND ANALYSIS

This section describes the simulation scene and thew
signal received by the antenna is computed in poesef
the rotating bodies.

Two computations are done: on the one hand, we only
consider the signal in his narrowband approximatidrs
method is sufficient to create jammer effects lsutdo
restrictive to well characterize the channel for $8\
signals. On the other hand, we present the complete
propagation effects. By keeping the informationdefay

and Doppler, this method perfectly represents eftéc
multipath on the received GNSS signal. These two
approaches allow us representing precisely the RBM
phenomenon in different applications.

Simulation scene

We consider 4 blades rotating at 393 rpm, withngtle of
7.5m. The receiver is positioned 1m under the blautk
7m to the center of rotation. To simplify, we oribcus

on one position of the source in incidence and a#im
(151°, 180°). The figure 1 represents the simplest
configuration of the scene with the blades only.

Figure 1- Simple configuration with rotating bodiesly



Jammer computation

In this case, the received field will be computartks to
the ONERA application FERMAT. This hybrid software
is based on asymptotic methods, modeling interastaf

an EM wave with a complex environment and predgctin
reliable electromagnetic fields in near and faldfie The
coupling of asymptotic methods and the Shooting and
Bouncing Rays technique allows dealing with complex
scenes, with high performances with a reduced
computation time. These techniques are either esgd
(Geometrical Optics) or current-based (PO, ECM)chhi
allow dealing with different diffraction problemsn(ilti-
bounds, surface, edge). The simulation is doneussiq
stationary state, that is to say a sample is coenput
each “frozen” position of the blades. Then by addine
complex signal coming from every reflection witheth
Line of sight (LOS) signal, we obtain the complete
received signal by an element of the array:

=0 Aogt=+3 A0
(1)

N represents the number of reflectionfs, is the carrier
frequency.

Aos A PBos, % represent respectively the amplitude

of the LOS signal and of th¥ teflection, the phase of the

LOS signal and of thd"ireflection.
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Figure 2- Normalised time power evolution and speutfor 1 rotation
of the blades for the L1 frequency with the sopastion in (151°,
180°).

Computation executed, we can first examine the
influence of the presence of the LOS signal and the
influence of the presence of the helicopter bodytlmn
received signal. Figure 2 represents the receivadep
time variation during one rotor revolution and the
corresponding Doppler spectrum for 3 configuratiens
LOS not present (Rotor reflected signals only-NLOS)
rotor only reflections with LOS signal (LOS) and
complete helicopter body reflected signals
(NLOS+Helicopter). We can observe a minimum 20 dB
mean power difference between NLOS and the LOS
signal with a difference of less than 10 dB when th
strongest reflection is present.

Doppler Frequency (Hz)

Doppler Frequency (Hz)
|

Figure 3- Normalised spectrogram of the rotor owigh the LOS signal
(top) and without LOS signal and with the body {@i) with the source
position in (151°, 180°).

The amplitude modulation is less spiky when the
helicopter body is considered because of the pceseha
higher clutter floor level. Nevertheless the Dopkape
is not affected by the presence of the whole bétnce,
as we can see in figure 3, the time-frequency sigaaof
the non-stationary channel is not significantlyeatéd.
Obviously, we can observe that the presence obduy
increase the power of the static part of the sdage
signals. This static body contribution is approxieiya 20
dB lower than the LOS power signal. It's interegtito
observe that for a jammer to signal ratio (J/S)768B
that is to say -90dBW, the multipath contributienstill
more than 50 dB above the signal level.

To create the wideband jammer, we use the
narrowband computation. Indeed, the impulse respons
computed for L1 carrier frequency could be supposed
constant on the 40 MHz bandwidth. Consequently the
received WB signal could be expressed as:

y(t) = (AO@MOS +ipi‘(t)ej(4’(t)je]2mdf

/2

812
(2)

This formulation allows creating CW and WB
jammer but GNSS signal can’t be computed thankkhedo
narrowband approximation.

GNSS signal computation

Since GNSS is Time-Of-Arrival (TOA) application,sit
necessary to keep the delay and Doppler informétion
each multipath to faithfully recreate the receisgnal.
The use of Shooting and Bouncing Rays techniquavall
recovering the wideband information of each ray and
characterizing different parameters of the ovaedkived



signal such as:

Angles of arrival@, and 6,
Amplitude Ak

Phase@),

Delaytk
Dopplerv,

The GNSS signal received by one sensor of the naten
in wideband representation, is the sum of all théhg
expressed as follow:

v) =Y [A xct-r,)xd(t- 1) xexd 27ty +v, )k + i )]
@

where ¢ and d are respectively the modulation ek
the navigation message. N is the number of paths.
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Figure 4- Impulse response for 1 rotation of thigl@des for the L1

frequency with the source position in (151°, 180°).

It can be observed on figure 4 the time variatibthe
normalised impulse response without LOS and without
helicopter body. The time-varying channel is here
determined with accuracy. For satellite incomingnal,
it's understandable that the knowledge of the tumeying
antenna pattern is not enough to describe theteffetbe
RBM on the signal of interest. On the contrary,hwtite
time-varying impulse response, the channel is p#yfe
known and then the impact of the RBM on adaptive
processing and covariance matrix estimation cowdd b
tackled.

COMMON ADAPTIVE ALGORITHMS

In this section, we recall some theoretical poiat®ut
common STAP algorithms [5][7].

Consider an array of m sensors illuminated dne
useful and one jamming signals (respectivellyand | ),
the output in static case can be written as:

You(n) = a,u(n) + a,j(n) +17(n)
(4)
where/7(n) is a White Gaussian Nois@, anda, denote
the steering vectors of the array. Single sensdiatian

patterns are included into the steering vectorgrésence
of RBM, the output can be written as:

You() = Tram@u(n) +a,j(n)) +7(n)
(5)

The adaptive architecture consists in weighting the
receiving samples. The complex beamformer weight
vector w is controlled in phase and amplitude keydhray
processor to give the nullformer output:

You(n) =w"y(n)
©)

The superscript'.stands for Hermitian transform.

For each position of sensor, we simulate the RBM
channel response for GNSS signal and jammer ag.inpu
For the rest of the paper, for convenience, we thse
notation of “n” to describe the sample at the titné&,’
where Tis the sample period.

Adaptive weight
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Figure 5- Architecture scheme of the simulatorhef RBM impact on
SAP algorithm.

The signal output after adaptive processing is:

You(n) =Wy (n)

(7)
With

m the number of antenna.
y(n) the antenna output signal of size [m,JJ.

w = [Wl Wm]m><1 the weighting vector.

Yout (n) the output filtering signal.



The weight is designed to reject the undesiredfertence

or also to preserve the GNSS signal. Numerous
algorithms have been developed depending on the
applications and the specifications of the embedded
system.

We chose to consider three algorithms:
“Power inversion”
- “Minimum Power Distortionless Response”
- “Minimum Mean Square Error”

Power Inversion

The first one is called Power Inversion. It's thmglest
to implement since it doesn’t need any knowledgeuab
the DOA of the signal of interest.

The weight vector is:

R

(8)

where:
- Ris the sample covariance matrix estimation.

- c¢c=[0 .. 010 .. 0

Only one reference tap is non-zero. This blind roétts

not optimal but particularly useful when no infortioa

about the possible direction of arrival of the degisignal
is available. The nulling is done in the directiarfsthe

most powerful incident signals but no preservatisn
guaranteed in any other direction.

Minimum Power Directional Response

This second algorithm is known to maximize the SR
minimizing the total output power while preserviag
unitary gain in the signal of interest direction.

The weight vector is:

w = RTa6,.4)
R a" (8,,4,)Ra(8,, 8,)

9)
Where:

- a(6,,9,) is the directional vector of the
desired signal.

Minimum Mean Square Error

The Minimum Mean Square Error consists in mininggin
the difference between the STAP output signal and a

desired reference signal. The refererxg; is the local

Pseudo Random Noise (PRN) code of the considered
satellite.
The weight vector is:

— -1
WMMSE =R rref
(10)

We define the cross correlation between the beangor
output and the local code as:

rref = El_y(n)xref (n) J
(11)
It also relaxes calibration constraints existing/iRDR.

We can observe that every algorithms presentedhig t
section are based on the covariance matrix. Intipeac
this matrix is unknown and has to be estimated. mbst
common way to conduct this estimation is time sampl
averaging:

(12)
with Nsyap the number of samples used to the estimation.

But this estimation is no longer valid in case trbsg
non-stationary environments and performances of
associated algorithms drastically degrade as ptesgen

the following part.

CORRELATION MATRIX DURING ROTOR
BLADE MODULATION

This section analyzes the impact of the RBM on the
covariance matrix of the array.

Algorithms not relying on this matrix estimationqE9)
use iterative methods to solve weight vector with
convergent time highly dependent on jamming coodgi
(sensitivity to eigenvalue spread). They are ndhfur
described in this paper because their performaunndsr
non-stationary conditions are obviously worse than
shapshot methods described here.

It will be assumed that the received signal is a@HBS
C/A code with 20MHz bandwidth. The received powEr o
the desired signal is -150dBW. The angles of inuigeof
the signal of interest are 60° for elevation and 8
azimuth. The antenna is 2x2 wavelength size squared
array. We add a CW jammer of -90dBW with angles of
incidence of 151° for elevation and 180° for azinio
Doppler frequency shift is added for the GNSS ianid
signal or the jammer. The number of the predominant
eigenvalues of the covariance matrix gives a good
indication on the size of the jammer subspace to be
rejected. In figure 6, the time variation of thengo of the
eigenvalues is presented for two estimation dumatio
100us and 1ms. Only the interference subspace coutes
of the noise floor. The GNSS signal keeps underfthor
and cannot be seen on the eigenvalues before the
correlation step. In stationary case, the CW jammer
consumes only one degree of freedom i.e. the a#sdci
LOS eigenvector has a dimension 1. However, in
presence of RBM, it can be observed a spreading of
associated eigenvalues. These intermediate values,



between LOS and noise, actually represent other
interferences due to scattering on rotating bodidse
figure 6 shows that the scattering interferenca ghort-
term phenomenon and increasing the estimation tifne
the covariance matrix smoothes the time variatibthe
eigenvalues. Nevertheless, it could also degrade th
estimation because of non-stationarities.

To conclude this section, we observe a fast time-
varying spread of the number of eigenvalues

corresponding to the reflections on the rotatinggodt's
now necessary to study if the estimation of these
eigenvectors is enough accurate to mitigate thenam

il I' I HW\EI I I\Iill H N {0 \HIHIVII!‘ ||IWIH‘ I} IWIWWI’M | \Hi ! “F
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Figure 6- Time variation of the power of eigenvaleé the
covariance matrix with an estimation time of 10@ng 1ms

IMPACT OF THE RBM: SIMULATIONS
In this second part, jammer mitigation provided thg

three adaptive algorithms is evaluated in different
configurations.

Static case without blades

To begin, the rejection is evaluated in a staticeca
without blades, only with a LOS CW signal.
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Figure 7- Time variation of pre-correlation SINR.
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Figure 8- Time variation of post C/NO.

The channel is stationary. SINR and C/NO are olshou
quite constants and the rejection and acquisitiom a
efficient.

Dynamic case with RBM

Then, analysis of SINR and C/NO with respect toetiis
considered in presence of RBM (fig. 9 to 14). The
configuration is the same than in the previousga#g.
with the four blades and the three algorithms are
evaluated. Four cases are considered for the timege
estimation of covariance matrix: 10us, 100us, 1md a
10ms. The time of integration for the acquisitidapsis
1ms for the first third cases and 10ms for thetfour

Discussions

Conventional adaptive algorithms reject correctig t
RBM reflections only if the estimation time of the
covariance matrix is short enough. The three algms
allow a correct acquisition process for an estioratime
of the covariance matrix below 1ms. If this corulitiis
not fulfilled, the stationary part of the signal rigjected
but the fast time varying part is not well estinthsad the
rejection is not complete. Consequently the sigeaiot
well protected and the phase of acquisition coudd b
deteriorated by the non-rejected residual interfegs.

The consequence of this condition is a high
computation load (covariance matrix estimation and
inversion) which is very difficult to tackle for aktime
applications.

Iterative Vs Snapshot implementation

The computation of the adaptive weight could be
completed in two main different ways: iterative or
"snapshot" implementations. The snapshot version
consists in computing the weight vector on a fixed
estimation time and in applying to the same samitles
adaptive solution. The extreme simplicity of theuksive
version is clearly an attractive feature. Neveghs] its
convergence relies on the eigenvalues spread of the
covariance matrix, and in practical situationssitoiften
too slow. Consequently, iterative algorithms are no
further described in this paper since their perfomoes
under non-stationary conditions are obviously wadhsn
shapshot methods [9].
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IMPACT OF THE RBM: EXPERIMENTATIONS

This last section presents the experimentations
conducted with a real helicopter. A comparison with
simulation is conducted.

Experimental Scene

This experiment involves a three blade EC-120
helicopter landed on an airport. A 2x2 array GN&fBitr
hand circularly polarized (RHCP) antenna is plaaethe
right hand side, under the main rotor as illusttaie
figure 15. The source is a monochromatic RHCP Ldban
wave located on the tower close to the helicoptarder
to cross the blades path. This configuration isapiimal
to study the backscattered waves from the bladésibu
underneath source configuration would be diffictdt
reproduce. Moreover, this landed configuration also
increases the impact of all the static bodies ef gbene
and the possible multi-rebound path. At last alé th
dielectric characteristics of the objects in theiemment
are difficult to estimate. Consequently, all obgeetre
defined as Perfectly Electrical Conductor (PEC).

Jammer

GNSS
receiver

Figure 15- Experimental scene with the EC-120 loplier (jammer
view)

Jammer

GNSS
receiver

Figure 16- Experimental scene with the EC-120 loglier (lateral view)

For safety reasons, the experiments have not been
conducted with the antenna mounted on the helicopte
that's why the antenna is placed on the left of the
helicopter.

To compare exactly simulation and experiments wiseh

to recreate the scene and compare the Time-Freguenc
variations. Figure 17 shows the model of the sagitle

the FERMAT tools.
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Figure 17- Reproduction of the experimental sceitle the EC-120
helicopter

EM simulations perfectly match the experiments. The
RBM effects are well simulated and the time-frequen
analysis of the signal shows the similar frequency
modulation in both cases. But even if the same ayna
appear, some fading effects are created becauskeof
definition of materials of the floor and the buiidi (fig.
18).
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Figure 18- Normalised spectrogram of the 3 bladegHe L1 frequency
with the FERMAT simulation (top) and real data (bat).

By using the received signal as input of the
conventional adaptive algorithms, a degradationthef
rejection is observed if the estimation time of the



covariance matrix is too high. These observatigestlae
same that in the simulation process.

CONCLUSION

In this paper, we have analyzed the impact of tB¥Rn
adaptive antenna using conventional space-timetadap
processing. First, an electromagnetic simulatios leen
performed and very good match with measurements has
been shown. Then, the performances of sample based
covariance matrix algorithms have been evaluatetbm
stationary environments. Time variation of eigeoeal
signal to interference plus noise ratio and caitvenoise
ratio have been shown for various covariance esibma
time. A significant degradation of most commonheds
adaptive SAP or STAP algorithms have been shown for
estimation time superior to few milliseconds. Hoegv

the shorter the estimation time of the covarianegrim

the better the performances. The consequence igha h
computation load (covariance matrix estimation and
inversion) which is very difficult to tackle for aktime
applications and, obviously, performance of itemati

algorithms are  worse under such non-stationary
conditions.
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