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ABSTRACT

The SPHERE (Spectro-Polarimetry High-contrast Eanet Research) instrument is an ESO project aiatinige direct
detection of extra-solar planets. SPHERE has beecessfully integrated and tested in Europe end 20l has been
re-integrated at Paranal in Chile early 2014 féirsa light at the beginning of May. The heart bétSPHERE instrument
is its eXtreme Adaptive Optics (XAO) SAXO (SPHEREDAfor eXoplanet Observation) subsystem that pravide
extremely high correction of turbulence and verguaate stabilization of images for coronagraphigppse. However,
SAXO, as well as the overall instrument, must gisovide constant operability overnights, ensurinustness and
autonomy. An original control scheme has been d@esl to satisfy this challenging dichotomy. It ués in particular
both an Optimized Modal Gain Integrator (OMGI) tontrol the Deformable Mirror (DM) and a Linear Quaiic
Gaussian (LQG) control law to manage the tip-filT) mirror. LQG allows optimal estimation and pretibn of
turbulent angle of arrival but also of possible ratibns. A specific and unprecedented control sehdras been
developed to continuously adapt and optimize LQG@trmd ensuring a constant match to turbulence abdations
characteristics. SPHERE is thus the first operati@ystem implementing LQG, with automatic adjusitmef its
models.

SAXO has demonstrated performance beyond expetsatiaring tests in Europe, in spite of internalitétions. Very
first results have been obtained on sky last Mag.tWWs come back to SAXO control scheme, focusingarticular on
the LQG based TT control and the various upgradastiave been made to enhance further the perf@eramsuring
constant operability and robustness. We finallypps® performance assessment based on in lab parfoenand first
on sky results and discuss further possible impreards.

Keywords. Adaptive Optics, High Contrast Imaging, Control

1. INTRODUCTION

The SPHERE instrument [1] has successfully passetinitnary Acceptance in Europe (PAE) end 2013,olef
shipping to Chile. After a few weeks of re-integpatand check, SPHERE has seen its first light ii@gg of May
2014, providing for its first runs very promisingsults [2]. SPHERE eXtreme Adaptive Optics, SAX@s h
demonstrated operability and encouraging prelinyingerformance [3, 4], though tuning and optimizatiare still
required as well as full understanding of inpungig and residuals. In this article we focus ongbecific (Image) Tip-
Tilt Mirror (ITTM) control. Indeed, SAXO is the fit operational AO system designed to implement drir@uadratic
Gaussian (LQG) control, as well as automatic oniskyng. This implementation of LQG relies only arfixed model
structure, parameters being directly identifiednfron-sky data. Though the LQG control scheme han laready
demonstrated in lab [5, 6] and on sky with the CARMA pathfinder [7], none of these validations relied fully
automated tuning.
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We propose here a brief analysis of PAE resultsceoiing ITTM control, and demonstrate its perforg®rn the
integration phase. We discuss the current limitegiand possible upgrades. We also propose firtgsasaf on-sky data
and results. In particular, we analyze the Tip-Tiput signal as observed on-sky, which proves doatypical and
induces an unexpected loss of performance [3]ggetive of the control solution. We then discusdgenance of LQG
compared to integrator, coupled to the on-line ifieation procedure defined for SPHERE [8].

We first recall SAXO global control architecturedafeatures in Section 2. We briefly summarize theous control
loops specificities and performance, but quicklgu® on ITTM control through LQG in Section 3. Werthrecall the
LQG control scheme and its interaction with thentifecation procedure. Section 4 is dedicated ttalm validation and
performance assessment of the ITTM control lawrduRAE. On-sky results are discussed in Section 5.

2. SAXO CONTROL SCHEME OVERVIEW

SAXO control architecture has been elaborated f@AXO top level requirements and discussed in [9f Wst
summarize here the SAXO control main features.

2.1 Global architecture
SAXO system global design has led to the specificatesign and realization of the following compaots:

— A 40x40 visible Shack-Hartmann (VIS-WFS) measutimg atmospheric and common path phase perturbatimns
position of the telescope pupil. This is an EMC@Bhnology component provided by ESO. It is assediab a
focal plane pinhole for aliasing suppression [10].

— A high spatial (41x41 actuators) and temporal (Hi2kfrequencies Deformable Mirror (DM) to correct fphase
perturbations but the tip-tilt. This Stacked Aridyrror has been provided by CILAS.

— Afast (1.2Khz) image TT Mirror (ITTM) located inmupil plane for image motion correction. This campnt has
been taylor-made by Observatoire de Paris.

— A slow (1Hz) pupil TT Mirror (PTTM) close to the &ance focal plane to correct for pupil shifts. s a Pl
component.

— A slow (1Hz) infra-red tip-tilt sensor (IR-WFS) dhe scientific channel measuring the differentipdtiit between
the common and imaging paths,

— A slow (1Hz) differential image TT Plate (DTTP) kted in a pupil plane (in the VIS-WFS path) to eotrfor
differential tip-tilt between the imaging and VISRS8 paths,

— A Real-Time Calculator (RTC): the SPARTA platfordr], built by ESO.

The SAXO system is thus composed of four loops pheson-line calibration:

— Main AO loops (1.2 kHz): correct for atmosphergescope and common path defects. It compriseshigithorder
modes compensation by the DM loop and low orderaaddngle of arrival) compensation by the ImageTiip
Mirror (ITTM) loop.

— The Differential TT Plate (DTTP) loop for fine cening on coronagraph mask (correction of differantip-tilt
between VIS and NIR channel).

— The Pupil TT Mirror (PTTM) loop for pupil shift coection (telescope and instrument).

— Non Common Path Aberrations (NCPA) pre-compensatibith will lead to the reduction of persistent cdes
[12].

This architecture is summarized in Figure 1. Tatmplete, one shall add to this diagram additiéeatures:

- Tip-Tilt and Focus offload, which is a slow rateqQD6Hz) feed-forward servo-control involving RTCdan
telescope control,



- Derotation control, which involves Telescope cohand SPHERE derotator but also RTC (see pupil loop
control),

- on-line operations such as gain optimization or LQ@&lel identification, ensured by the SPARTA cluste
- interaction between RTC and the INstrument SoftwidS).
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Figure 1: Schematic representation of SAXO loops.

We now discuss the various control loops of SAX@ their specific features.

2.2 Control loopsoverview

We only propose a short discussion of the variauttrol loops main features and global performare®laained at
PAE and on-sky. Still, more details on the varioastrol loops and their performance shall be predidh the future in
a dedicated paper. Some aspects on global perfeamaay be found in [3].

2.2.1 Secondary loops

The secondary loops include the pupil motion cdimecand the differential Tip-Tilt correction. Theesvo control loops
are rather straightforward and implement basicgirstecontroller, with fixed gain. Gain may be adapto observation
conditions. These loops have been successfullgatalil in term of control law, bandwidth, delay (@nfie delay) and
performance [3].

Still, some key features require particular attemtiFirst, the pupil motion control must account oipil derotation. In
the pupil stabilized mode, derotation is ensuredhgyderotator situated between the pupil Tip-fiitror and the AO
WEFS. As a consequence, the interaction matrix goivalently the control matrix) of the PTTM must Berotated on-
line according to the derotator position. Secohe, Differential Tip-Tilt loop works by introductionf an additional
Tip-Tilt in the AO WFSing arm through the DTTP. @epling with the main AO TT loop is basically ensdrby the
strongly different sampling frequencies. The DT0B( is essential for the fine centering of the etathe coronagraph.
Most of the PAE and on sky tests dedicated to D& been focused on precise centering and replégtabDTTP
loop demonstrating a performance well within sgeatfons [3].

2.2.2 HO loop control

The High Order control loop shall control the DM tp1.2 KHz. System Analysis has shown that a sn@btimized
Modal Gain Integrator (OMGI) is enough to ensure frerformance. Still, on-line optimisation of modgins is



required. It is performed every 30 seconds usinthatkderived from [13] and similar to NAOS one alidition, correct
choice of the modal basis must be considered dgalith a 1377 actuator DM [9]. A Karhunen Loéve ibasas been
chosen. Finally, saturation handling, through aimilaup is required, particularly considering thenfastar and the poor
conditions observations use cases considered Ifli2]associated to Garbage Collection (GC) to marand nullify the
filtered modes that may evolve in open-loop. Rcattintegration of DM has also shown that it stéférom dead or
badly responding actuators, as well as edge actjdtardly visible in the pupil. All dead or badsponding actuators
are declared inactive and all the control processié definition) is performed irrespective of thestuators. As for
edge actuators, they are control using static istpvihat is computation of offset voltages on edgwiators as linear
combination of their closest active neighbor. They not controlled during closed-loop.

PAE and on-sky tests have validated this contrgp)dunctionality of OMGI and significant gain brgihut by anti wind-
up and GC though these aspects are not discusezd he

2.2.3 Tip Tilt loop

The ITTM shall correct for turbulent angle of aaivas well as possible and time evolving vibragiono fulfill this
requirement, a Linear Quadratic Gaussian contrdltism has been chosen following results obtainadlab
demonstrating the ability of this control approasttompensate simultaneously turbulence and vimatj5]. However,
a dedicated identification procedure was needeadlldav on-line auto-tuning of the LQG control sobrito turbulence
conditions and time evolving vibrations. Solutienbased on [8], with additional improvements hagerbproposed. In
addition, as for DM, the identification proceduredalTTM control have been constrained by the ITTlrdware
limitations.

The next sections discuss the ITTM control looduees and performance.

2.2.4 Control loops separation

As HODM can generate measurements similar to ITiVp(actice angle of arrival), decoupling of thentrol laws is
necessary. The solution that has been propose@l[8% on least-square projection and reductiothefHODM control
space to the orthogonal of the HODM space whichsunesament is parallel to ITTM action on WFS. In piee this
means removing two HODM modes, and separating aeaittime WFS measurement (not&din the sequel) into a

parallel S, and orthogonalS;component, the parallel one is fed to the ITTM L@@htrol, the orthogonal one to the
HODM control loop.

3. SAXOITTM CONTROL SCHEME

We propose in this section a compact descriptiothefITTM control scheme, as it basically reliesaanLQG control
approach already presented by the authors in tbte thaugh in other context or partially.

3.1 Linear Quadratic Gaussian control
In the following we make the usual assumptions rotdtions:

* We consider a discrete-time control [14]

« ITTMis linear and its interaction matrix is notdd,

« Control voltages sent to ITTM at instanére noteoLI,:TrM



* LQG control is performed in an orthonormal basi‘sed((sl,sz) deduced from the measurements associated
to ITTM actuation (interaction matrix) by simple-oethonormalisation. MatrixP performs the projection of
any WFS measuremeigtonto this basis so th&, = PSands; =S-S5,

* We assume the system to have a 2 frame delay, wiaistbeen verified at 1.2KHz frame rate (2.14 gedgi
[9], delay issue discussed in the following sedtion

Contrary to usual application of LQG in AO wherebuient phase is estimated (for instance on a Kerbasis), here
control (and thus estimation and prediction) andgomed in the ITTM space. This is motivated by #irsence of global
estimation and reconstruction of turbulence, afdiigrder modes are controlled through OMGI on HO8ce, and
the ambition of optimal control of only the anglé asrival which matches the ITTM action. It has thévantage of

simplifying the control equations.
We consider in the framework of SAXO that anglewfval is composed of:
e 2 independent axis,
e aturbulent component per axis,
e up to 10 vibrations per axis, vibrations are fuilgependent among themselves and between axis.

Hypothesis of independence of vibrations does educe the generality of the solution but means itifarmation
(coupling) may not be used.

As described in [5], vibrations can be preciselydeied through discrete Auto-Regressive models déog (AR2), so
that for a vibratiorv of central frequencyand damping coefficier (related to the vibration Full Width at Half Max
(FWHM)), we obtain:

Vn+1 = a:I.Vn + aZVn—l + bn ' (1)

where 8, = 2exp(27KfT)cos@fT/1-K?),a, = —exp(47KfT) , T standing for the sampling period and
b

, is a generation noise which variarﬂ§ can be related to the vibration energy.

In a similar way, we will use AR2 models for turbnt components, as they prove to be easily idedtifrom
experimental data and provide an increased perfacenaompared to AR1 models [15, 16].

As a consequence we define a global state veXtorso that:

tur

Xn

tur
Xn—1
vib,1
n

vib 1
X — Xn:—l , (2)

X

vib 10
n

vib 10
Xn—l

X

in which Xlt(ur (k D{n, n —]}) is a 2 component vector accounting for turbulemgle of arrival on x and y axis, and

each Xl‘(’ib’i (k D{n, n —1} andi D{l...,lO}) is a 2 component vector accounting for vibratiof angle of arrival on x

and y axis (vibration being different between axis)



The associated state-space model is thus defined by

X, =AX ,+u,, 3)
where matrixA is given by:
[ ~tur a;ur O 0 O 0 -
| 0 0 0 0 0
0 0 a™ a 0 0
A=l 0 0 I 0 0 0 @
0 0 0 0 ... a0 gybt

| is a 2x2 identity matrixa,"

,ai"ib’j are 2x2 matrices gathering the AR2 coefficientstimbulence and vibrations
state space models for x and y axis. Matrix A issth very sparse matrix of size 44x44.is a generation noise vector
gathering the various noises for the various corapts(turbulence, vibrations). Its covariance masidenoted by

2,.
The observation (or measurement) equation of teesycan be written as:

Yo =Sy, =CX, +PDmp, up +w,, )
where:
c=for o1 - 0 1] (6)

W, is the measurement noise of covariance makrjx (2x2 matrix).

Then the LQG control equations in prediction fonma given by:

>2n+1/n = A>2n/n—1 +L, (S//,n - (C>2n/n—l +PDqy UrIIEM )) (1)
V™ = KX g ®
/™ = g™ ©)
where K = I_—(PDH_WI )* 0 =(PDy)™ O ... =(PDypu)™" OJ , V™ is an intermediate value,
ITT™ T

the newly computed voltage vector to be appliedM is U,  a clipped version o¥, " . This is the clipped and

actually applied voltage vectdur'TrM that is used in the control equations to ensufee@nce. Finer handling of

saturation with LQG exist [17], though consideriing huge ITTM dynamic compared to WFS subapertiaid bf
view, such a situation is unlucky in normal funaiiny of the system.

Classically, the matrix gain is computed as:
(10)
10
H =3 Cc'(cz.C’ +ZW)—1

2, being the asymptotic solution of the discrete atg&bRiccati equation:



S.=As A" +3 -As C'(Cz.,C"+Z )'CZ A". (11)

As no prior model is used with LQG control (we dmt mssume a priori parameter values for turbulemzk vibration
models at loop closure), ITTM control loop cannetdiosed initially with LQG. An initial loop closarwith fixed gain
integrator is used. Then, as identification proceds initialized at loop closure, after 1 minute tontrol law is updated
and switches from integrator to LQG, thanks tortha-time identification of the turbulence and wation models.

This control switching is quiet easily implemented,the integrator is implemented using the LQGrebstructure by
adapting the equations (7) to (9) to integratortianDuring the control switching (matrices updatstate vector is

initialized to zero, and ITTM control voItagesjr'(zM) are kept, allowing correct transition between tive control

laws. Of course, as initial state is initializedztero, a few frames are necessary to converge latatha fully optimized
correction. This transition could be improved ts@® even higher performance with almost no tramsigffect (see
discussion in next paragraph) but provides litdgngin humerical simulation, due to the quick cagence of LQG
control correction.

3.2 ldentification procedure and control update: principle and limitations

The control law thus depends on the turbulent ARRIehas well as on the various vibrations AR2 medgld on the
measurement noise. Performance of the control ldlvsignificantly depend on the relevance of thesedels. As
turbulence statistics will evolve with time as wad vibrations, simply due to the evolution of tekescope mechanical
configuration, one would wish to adjust these msdehsed on an identification procedure.

Such an identification procedure has been propasefB]. It provides (using open-loop or pseudo-opeop
measurements) a sequential identification of twbuktomponent, measurement noise and a seriedmattions, in a
given spectral range. This identification procedigrbased on spectrum analysis. This procedurédas used on the
Canary demonstrator [7], but in that precise cantiebentification was done prior to closed-loop ehstion, using a
calibration run. No regular update on the fly wasfgrmed, limiting the validity of the identified adels to a limited
amount of time. In SAXO, the need for constant egrent with turbulent profile as well as follow-up \abrations
spectra to ensure the highest performance podsisiéed to adapting this procedure to closed-laepre identification
and modification of the control law. This approdeads to a fully autonomous adaptive control.

The strategy is the following:

- Acquire closed loop data and compute pseudo-opmmioeasurements computing:

ITT™

| _
hn =Sy ~PDimyUn - (12)

S

/,n
In the SAXO case, the last 20000 measurementscgrérad and processed.

- Apply the identification procedure described in.[8]
- Compute the new control matrices. This implies wpad matricesA, 2, 2, and recomputation ok, .

- Modify in less than one frame the various matrices.
The overall procedure is repeated every minute@Ztames).

This procedure requires some comments. First, ehafithe update rate and number of accumulatedisi#tt@ result of
trade-offs between follow-up of turbulence and a&tions evolution and computational cost, considgethrat other on-
line optimizations are also performed in parall@MGlI for instance). Number of accumulated data nveshigh enough
to provide sufficient precision in the spectral lgges but also ensure that data acquired and psedeare still relevant
when matrices are modified. These parameters #iréosbe adjusted on-sky but it has been fixedfaoto a minute
update rate, with 20000 acquired data cumulated.

Then, it appears that direct modification of cohtmatrices in less than one frame is not enouglis Important to
understand that, at each update of the controliceatrsituation is similar as applying a new LQGuteol law, not



related to the previous one, except for its iniialte vector which is the last estimated stath thi¢ previous control law
(equivalently set of control matrices) through ugedaf equation (7).

In the present situation, the structure of thaahitate may be strongly different from one idiiation to another due to
the absence of ordering memory in the identificajioocedure. Indeed, from one identification te tiext, vibrations
may be identified in any order, only depending logirt relative energy and on the best fit obtaingdhe identification

procedure. A given vibration, ordered 1 at ideatifionn may be ordered 3 at identificatiorr1. The result is that

Kalman gains (in matrik. ) will change and be re-ordered between identificat andn+1. The state vector will not

be re-ordered accordingly (there is no way to fellgp the vibrations and their order as some mayappr disappear
along the time). As a consequence, the initidegtiee. the last estimate before control matrigedate) may be affected
by strong gains at the wrong place, leading to iptesssmportant and quick transitions in ITTM corg@and of WFS
spots. Due to the finite dynamics of ITTM and WHS8s may degrade the performance.

As a consequence, transition is smoothed by regetti zero all the vibrations related componentthefstate vector at
control matrices update (as turbulent angle ofakiis not concerned by this issue). This solut@nlearly sub-optimal
and leads to re-estimating from scratch vibratianeach control matrices update. In lab and onaslquisitions have
proved that convergence is quick enough (few téfimmes) to avoid any significant impact on thefpemance.

This limitation could however be easily worked arduyroviding some RTC modifications. It would betgueasy to
implement a control law switching. In other words, soon as new matrices are available, computatitnthe new
control law can be started, using the same psepdo-wop inputs but without computing the controltages. Only the
Kalman filter is used for estimation and predictwithout state feedback. State vector can be fultyalized to null
vector. In the meantime, the older control lawti8 applied in closed-loop. After some time of e@mgence, the two
control laws (with their state vector) are switch&tlis solution has been tested numerically andigatdo provide no
significant improvement in performance. Resultstto§ simulation are beyond the scope of this papet shall be
discussed in a dedicated article. Still, it protlest present solution of brute force zeroing ofratltons components is
both easily implemented (no significant modificatiof RTC) and provides good performance comparedndoe
sophisticated solution.

Finally, identification is based on pseudo-operploeeasurements. This clearly relies on the hyp&thbat the system
is well modeled. In the SAXO case, this hypothésigopardized either due to components limitationparticular use
case. Indeed, first limitation is the ITTM itseBur LQG control design assumes an infinite bandwidtmponent which
is obviously optimistic. This has a major impactligh frequency vibration estimation and filteriras phase lag and
even component internal vibrations may affect tlkefggmance. As a work-around, vibrations filterimgs initially
limited to an upper frequency of 400Hz, considerthg ITTM specifications (-5° phase lag at 80Hz,H¥K-3dB
bandwidth). However, actual component exhibits veeglerformance than expected with reduced bandwi8dB cut-
off frequency of 820Hz) and extra phase lag (-38Qz with a quick increase to more than -60°QaHz, while this
value should have been expected at 1KHz). Extraglam is a clear limitation in vibration estimati@onsidering that
this phase lag is not accounted for in the corgoddition and will induce incorrect phasing betwégut vibration and
correction. As a consequence, vibration estimatias been limited to an upper limit of 200Hz. Seclimitation occurs
in very low signal regime. Indeed, the high perfante of SPHERE allowed pushing further the mageitimit. A
300Hz sampling frequency mode has been designesatd limit magnitude as high as 15% SR in H bamdfag =
15.5 [3]. As a drawback, in this mode, global detaymes down to 1.4 leading to a clear model ermth bin
computation of pseudo-open loop data and in the L€p@trol which assumes a 2 frame delay. Performance
turbulence correction is weakly affected due todloev evolution of turbulence. As for vibrationidiing this is clearly
a show stopper, leading to improper correction eveh instabilities (similar phenomenon as phasg lag a result, in
this mode, vibration filtering is shut down at th@G control level (corresponding parts of matrises to zero). This is
a clear limitation that could be easily correctedaunting for global delay in the pseudo-open ldapa computation
and in the control law as discussed in [18] fotanse.



4. LQG CONTROL IN LAB: VALIDATION AND PERFORMANCE

We discuss in this section validation and perforoeanf LQG on SAXO as obtained during AIT. We fidiscuss
experimental conditions, then focus on identificatprocedure and LQG performance.

4.1 Experimental set-up and tests conditions

In the following, tests have been performed at Gbdx with the full SPHERE system working at 1.2Kkithout

EMCCD gain on WFS. Input turbulence is generatedth®y turbulence simulator, placed upstream from ERH

entrance focal plane. The turbulence is generateoks to 2 rotating Kolmogorov phase screens.dmiiesent situation
turbulence seeing is 0,85” (nominal conditionsgrage wind speed is 10m/s and flux conditions grévalent to high
flux. In addition to turbulence, local vibrationarc clearly be detected. These vibrations are 19.88Hz and 77Hz
mainly. They are quite stable in time. Of courseme vibrations can evolve and local turbulence rnmajuce not
reproducible effects. Nevertheless, long rangesiiaitipns have shown that input signal is stableugi for relevant
comparison even if tests of control laws are obslipperformed sequentially thus at different morserfigure 2 shows

a typical Power Spectrum Density (PSD) of the elpep WFS measurement projected onto (Bf;, 52) basis (i.e. the

angle of arrival). Here the projection on8ymode (considered as x axis) is proposed. A highggniew frequency can
be detected around 0.1Hz which is due to residoable of the phase screen.

oy H2Y

Figure 2: Open-loop power spectrum density of WS sarement projected onter8ode (angle of arrival along x axis,
here arbitrary unit), turbulence as well as loéafations are clearly visible.

In the following, we shall compare integrator peniance and LQG performance, with on-line regulantdication.
Gain of integrator has been optimized per axiscfirect comparison to a 0.5 gain. Concerning LQ@yulence and
vibrations are corrected, and on-line identificatand control law update is regularly performedagmer minute basis.
As explained in previous section LQG is first ialized as a fixed gain integrator before first idferation and control
matrices update. This first step is of course dise@ in performance comparison as we focus ontdaglg state regime.
To ensure correct estimation of performance of eaxctirol law, performance is estimated over varimiations of the
phase screen.



4.2 Identification and L QG performance

Figure 3 shows closed-loop PSD of WFS measuremerﬁSp Sz) modes (noted hereafter residual angle of arrivad i

and y axis), either using integrator (black) or LQ€d). Clear reduction of vibrations, in partiauthe 77Hz vibration,
is visible. The gain in performance is even mostble on the cumulated PSD of the same signalgpgsed in Figure 4.

-
£ ./ \ ]
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Figure 3: PSD of residuals of angle of arrivalheitusing integrator (black) or LQG (red) (leftaxis, right: y axis).

equency (Hz) frequency

Figure 4: cumulated PSD of residuals of angle a¥al; either using integrator (black) or LQG (rétBft: x axis, right:
y axis). Turbulence conditions are 0.85” seeingn/g0

Clear attenuation of the 77Hz vibration is detedigdabsence of the related step in cumulated PSD@6s. In these
tests, the other vibrations (45Hz for instance)cdneegligible energy and thus not detected.

One can also note a better rejection of low fregyemrbulent component, on a broader spectral radge to LQG
accounting for turbulence temporal characterisiiestead of the classic integrator 20dB/decadectieje, with infinite

rejection at OHz, LQG exhibits a finite rejectionz, but provides a rejection of input signal atéa to its spectral
profile.

For these tests, residual jitter in mas rms eséthah visible path was 2.7 for integrator and dr7UQG, indicating a
clear gain in performance, even if integrator perfance was within the specification in these gomafditions.



Similar test has been performed in weaker turb@ecanditions (0.62", same wind speed), allowingsiwate more

clearly the vibration rejection effect. Resultsénms of cumulated PSD are proposed in Figure s fest also shows
that first vibration (19.8Hz) is not filtered by I®as the spectral bandwidth for vibration estimatnd correction was
set to [20, 200] Hz, but reversely vibrations ofitlas bandwidth have not impact on LQG behaviof.cOurse, this

bandwidth can be modified and extended to lowardescies.

During this test residual jitter in mas rms hasribresluced by a factor 3 using L QG compared to integrator.

Figure 5: cumulated PSD of residuals of angle a¥al; either using integrator (black) or LQG (rétBft: x axis, right:
y axis). Turbulence conditions are 0.62” seeingn/g0

Considering once again the 0.85” seeing test ciomdit one can evaluate stability of the LQG perfange along time,
while control matrices are updated. Acquisitiongehbeen performed over 20 rotations of phase scRenfiormance of
LQG is stable with a mean value of 1.7 mas rmsaasthndard deviation of only 0.06 rms.

4.3 Performancein poor conditions and control tuning

Tests of SAXO in worse conditions have been peréatwith the full LQG control scheme (poor seeingj’ lhigh wind
speed up to 30m/s, very low flux equivalent to mig#n K). Results of these tests are discusse@]inThese tests
make use of course of the overall SAXO system,iisddifficult to extract the sole contribution 6FTM control. Still,
as performance is reached both in terms of StratibRind residual jitter, they prove that:

* The ITTM control law is stable even in poor coratits
» The identification procedure is efficient and al®tuning of the ITTM control to turbulence condits

e The global performance in residual jitter is weithin (even beyond) specifications.

5. FIRST COMMISSIONNING ON-SKY RESULTS

SPHERE has seen its first on-sky photon theo#iMay and the AO loop has been closed less titamid after the
beginning of operation. The three first weeks ofyNt@ve been dedicated to functional tests and fiestyperformance
analysis. We present here the very first resultainéd on-sky, knowing that, they are deduced fthenvery first data
during the early days of the instrument commissigniExhaustive analysis and full performance assess will be
provided in the coming months after the various ERH commissioning run (from July to October 2014).



5.1 Theinput signal characteristics

Before any performance analysis, it is of muchrige to focus on the turbulent input signal as seerSPHERE.
Indeed, SPHERE, with its 1.2KHz sampling frequeraffers the first high frequency characterizatidriusbulence on-
sky with VLT, with a 40x40 Shack-Hartmann WFS. Weds here once again only on angle of arrival, ghokigher
order modes analysis have been started and wilidoeissed after the various commissioning runs.

10000008

1.000003

o.100000

2.010000

©.001000

0000100

0000010

0.000001 H 1 1 H 1
o1 1.0 10,0 00,0
frequency Hr

Figure 6: open-loop PSD of angle of arrival (subgimah at 600Hz) along x (black) and y (red) axispAgpximative
asymptotic profiles with -11/3 power are proposed.

Figure 6 shows the temporal PSD of angle of arri@alseen during first commissioning in open-loapadright target
(HR5670, magnitude of 4, seeing of 0.7”, wind spestimated to 15m/s). This PSD is however obtaioedub-

sampled data, by a factor 2, so limited to 300kzspite of this defect, this profile presents vasimriginal features.
First part of PSD profile exhibits a standard deofiith somehow a horizontal asymptote at very frguency then a -
11/3 asymptotic profile. This behavior quickly clgas over 10Hz with 2 different effects:

* Apparition of regularly spaced structures, simtlartwin large vibrations, initially centered arouttiHz, and
then regularly spaced by 10Hz approximately

* A modification of the ‘natural’ asymptotic -11/3ggile that can be expected with an increase of B8veen
7Hz and 70Hz approximately, beyond a -11/3 asyrgppobfile appears once again.

Origin of the so-called twin vibrations and thearimonics has been quickly identified as resultd 88 mirror 2 (TM2)
active control, which includes some internal filbgr of vibrations. This explains the particular fleobserved which is
not a twin vibration but more probably the residddiltering of a vibration by a notch filter, nddrge enough to filter
out the foot of the vibration, with apparition @fplicas. Figure 7 to 9 propose residual PSDsmilai conditions with
use of standard fixed gain (g=0.4) integrator, heith full sampling, and with TM2 control set inn@us conditions
(slow, fast and no Field Stabilization active cobtr The residual PSDs allow clearly distinguishithg high order
contributions mentioned above (use of integrataridss also interference with LQG filtering). Vibratis residues are
clearly dependent from the TM2 active control, aishppear once it is shut down. Still, analysisuwhulated PSDs in
open or closed loop, shows that contribution o¢heibration residues to the overall angle of airig not significant.
This result is corroborated by global performanggng integrator, residual jitter in mas rms on,skith TM2 active or
not is respectively of 11.1 or 10.5 (computatiosdzthon WFS real-time data).
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Figure 7: closed-loop PSD of residual angle ofvairalong x (black) and y (red) axis, with fixedmategrator, and
slow TM2 active control.
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Figure 8: closed-loop PSD of residual angle ofvairalong x (black) and y (red) axis, with fixedmategrator, and
fast TM2 active control.
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Figure 9: closed-loop PSD of residual angle ofvairalong x (black) and y (red) axis, with fixedmategrator, and no
TM2 Field Stabilisation active control.



On the contrary, even with TM2 Field Stabilisati&ative control OFF, the residual PSD still exh#oitunnatural strong
contribution between 10Hz and 100Hz approximatelgamparison with the residuals obtained in labushulent phase
screens (Figure 3). Origin of this contributioruisknown, though it has been shown that it is niattee to the control
law (same issue either with LQG or integrator), tmthe SPHERE bench (absence of any contributiosignificant
vibrations using internal source). Turbulent cdnition is unlucky at so high a frequency. This dbution appears in
all open and closed loop data acquired during dioshmissioning.

A very first analysis of the impact of this higleduency perturbation on the system performancerin of residual jitter
has been carried out. Based on the open-loop asjimptofile proposed in Figure 6 two asymptotiofiles have been
identified. First fit (fit 1) only focuses on thew frequency behavior and is considered as norrikvit 2 adds to the
fit 1 an asymptotic approximation of the high freqay perturbation, leading to an abnormal profilerresponding fits
are proposed on Figure 10. Using these asymptatiidgs and theoretical transfer function of inteigr, and providing
that measurement noise can be neglected in aafiystoximation in the current high flux conditiors)e can easily
estimate the relative increase of residual jittelly @lue to the high frequency contribution, whishin this case about a
factor 5 in mas rms.
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Figure 10: open-loop PSD of angle of arrival (subsked at 600Hz) along x (black). Asymptotic pradileith -11/3
power are proposed: fit 1 only fits the lower fregay part, fit 2 accounts also for the high freaquyeperturbation with a
composite profile.

Though it is a very preliminary and brute force lgsis, it shows that this high frequency contribatican clearly affect
the global performance of the system, irrespeabivéhe vibration issue related to TM2, as well s tTTM control
solution.

5.2 On-sky identification

We now focus on on-sky identification of the tudate and vibrations models as provided by the maitientification
procedure, considering the particular input sigtistussed previously. These tests have been pexfbon a bright
target (HR5670, mag=4) with medium conditions (&&isig, average wind speed of 15m/s).

Figure 11 proposes a typical result of the idecdtibn procedure. The turbulent AR2 model as welhe 10 vibrations
AR2 models of x and y axis angle of arrival as otgd during one on-line identification have beenorded and
processed into composite PSD. This profile is caeghao the PSD of the pseudo-open loop angle ofemlong x and
y axis that has been used by the identificatiorc@dare.

As can be seen, turbulence profile is well ideetifithough one can note that some compromise lasfband by the
identification procedure between the low frequepyfile (following the -11/3 asymptote) and the trdyution of high
frequency perturbation. Measurement noise estimaiovisible in the very high frequency horizontdymptote



between 450Hz and 600Hz with correct matching wibudo-open loop PSD. Vibrations located betweeardi050Hz,
at 90Hz and 130Hz have been correctly identifiedt Bbration residues due to TM2 active control dawot been
identified. Detailed analysis show that these comembs either are below the lower limit for vibratiestimation (20Hz)
or are too smooth to be identified. Indeed, idé&atfon procedure orders and selects vibrationekéipg on their
relative energy, in this case too small.

o 10 10.0 1000

Figure 11: pseudo-open-loop PSD of angle of arrilméck) along x axis (left) and y axis (right) amesult of
identification procedure for each axis in termsAd®2 model for turbulence plus various identifiednations AR2
models and measurement noise contribution.

5.3 LQG performance on-sky

We now address the LQG performance on-sky, combividdthe on-line model identification proceduree\Wompare
performance with standard integrator. The currenid@ions were better, with a 0.5” seeing and ars8awerage wind
speed. A bright target is considered (HR5249 matj=4oop has been closed either with LQG or integra
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Figure 12: closed-loop PSD of residual angle afalralong x axis (left) and y axis (right) withtleer integrator (black)
or LQG (red). Vertical dotted lines indicate lovaard upper bound for vibration identification.

Figure 12 shows PSD of the residual angle of drrivaboth axis, using either control solution. Asvl frequency
behavior is similar for both control solutions. Malifference occurs between 20 and 200Hz due t@tidns filtering.
On both axis the 45Hz vibration is clearly suppeessThen various components are filtered on eathlsetween 100
and 130Hz. This is confirmed on the cumulated P&ip@sed in Figure 13 through reduction of the stegeduced on
the cumulated PSD at these frequencies.
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Figure 13: closed-loop cumulated PSD of residugleanf arrival along x axis (solid line) and y axdotted line) with
either integrator (black) or LQG (red). Verticalttdal lines indicate lower and upper bound for ilraidentification.

In term of global performance, residual jitter s rhas rms with integrator and reduced to 9 maswitis LQG. While

these figures clearly underline the gain brought @, they are both well beyond the specificatiér8 anas rms. But
as discussed in Section 5.1 this performance daticedcould probably be related to the high fregqyeperturbation,
clearly visible on the residual PSD (see previagdisn).

6. CONCLUSION

SPHERE and its XAO system are currently in comroissig. In lab experiments have demonstrated thipeance,
the reliability and the stability of the AO loopsnd of SAXO and SPHERE as a whole), in spite ofesbmitations
such as the High Order DM [3]. The ITTM control jom particular implements the first on-sky LQG trohfor an
operational system, coupled with on-line identifica of turbulence and vibrations models, leadm@itopose a fully
auto-tuned optimal control. This unprecedentedrobstheme in AO has demonstrated its performéantab with a
clear gain in performance compared with standaehiator control, basically due to vibration fiiteg. Some
limitations have also been identified, due to ITtMmponent itself (limited bandwidth, extra phasg |ar to the
functioning at slower frame rate for faint targietading to an unexpected non integer frame delaglso to transition
issues at control law updates. Last issue has dddmressed, though with a very straightforward smttout that ensures
stability. A more astute solution, based on cordmitching has been tested, though not discussedamel proved to
bring no significant gain in performance. Thesaitlations have so far led to some restrictionsse of LQG control or
identification procedure, though solutions to owene these limitations already exist, but requigaisicant
modifications of the RTC software.

The first on-sky commissioning has confirmed labamatests by providing unprecedented images angnegraphic
data on the VLT [2,3]. The system stability hasrbeedemonstrated on-sky and the first performassessment is
more than encouraging. Residual jitter is strorigen expected (Strehl Ratio lower). In additiomé&a weather
conditions, we have shown that residual vibratiomshe telescope M2 but also other high frequemeiupbations could
greatly explain this loss of performance, whatelercontrol law. Now some additional tests and stigations are
required to understand these effects. In addifior,tuning of the system as well as control patanseshould provide
more consolidated performance and stability assessand allow reaching, in the coming months, thlesfystem
performance.
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