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Abstract—Verification methods can be classified according to
two kinds of criteria: static or not - i.e. dynamic - and formal or
not. This paper follows a work about verification of temporal
properties using dynamic analysis. The approach proposes to
transform an LTL property into a Büchi automaton and to run
the automaton on an execution trace to be verified. Because
traces are finite, the end of trace problem can be bypassed with
computation of statistical information about the verified trace if
and only if the property follows a predefined given pattern. For
very big traces, this approach is well-adapted, but traces have
to be sequentially verified. This paper proposes to parallelize
the verification approach by splitting the execution trace and
executing the Büchi automaton on each sub-trace separately
analysable, which allows a significant time saving.

I. INTRODUCTION

The development of critical software is constrained by
certification standards. The standard depends on the application
domain. For instance, DO-178 is the certification standard for
avionics software. In railway transportation, IEC 50128 is the
certification standard. Even if standards define goals for each
step of the software development, companies have responsibil-
ity for choosing the methods to achieve these goals. Known
methods are proposed by standards but are not mandatory.

The verification phase is one of the steps of the software
life-cycle. Several kinds of verification methods exist and
can be classified using two criteria: formal or not, static or
dynamic. Formal verification means the use of computable
mathematical rules based on a language with unambiguous
grammar and a defined semantics. These rules allow a math-
ematical verification of a given property. Static verification
means that the program to be verified is not executed. On
the contrary, dynamic verification requires the execution of
the program.

For instance, classic verification means are typically not
formal: the test is dynamic whereas reviews are static.
We can notice that a lot of formal techniques are static:
B methods [2], abstract interpretation [11], model check-

ing [10]. . . RuntimeVerification1, which is the purpose of this
paper, can be classified as formal and dynamic.

This work follows a PhD thesis done at AIRBUS and
at ONÉRA, the French aerospace lab, about verification of
temporal properties [15], [16]. Several proprietary embed-
ded programs have been studied in order to determine the
properties which are difficult to be verified. But for reasons
of industrial confidentiality, the detailed results cannot be
published. According to this study, it appears that temporal
properties are complex to be verified with the current industrial
practices. No automatic verification method is currently used.
Indeed, only code reviews are processed. The goal of the work
was to propose a new equipped method to verify these temporal
properties, in order to reduce time and cost of verification.

The resulting method is based on runtime verification. A
specific language has been defined to formalize encountered
temporal properties. This one is grounded on an aggregation of
Linear Temporal Logic (LTL) and regular expressions, which
are well adapted for sequence properties. The defined approach
consists of two major steps: transforming the temporal property
into a non-deterministic Büchi automaton, using Ltl2ba [17],
and then executing the Büchi automaton on an execution
trace to verify the property. Because LTL has a semantics on
infinite traces, the finite execution trace is transformed into
an infinite one by looping over the last state of the trace.
In order to counter the side effects, statistical information is
computed to help to the interpretation of the results, for unclear
cases. The topic of this paper is not the language definition,
the verification phase or the finite trace problem. Readers
interested in this topic will find this information in [16].

This approach has been reused in the railway context. In
order to save time during the verification phase, this paper
presents a parallelized version of this method. This new
method is based on the divide-and-conquer strategy using
parallel execution and the result should be predictable. But, this
strategy has to be validated, because we cut a partial execution
trace, and because the analysis of a sub-trace naturally depends

1Runtime Verification, 2001-2014, www.runtime-verification.org
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on the previous sub-traces. In addition, the fusion operation of
each sub-trace analysis requires the computation of additional
features in comparison with the classic sequential method. We
aim to test this approach on traces coming form an European
Rail Traffic Management (ERTMS) proprietary simulator[1].
However, because this platform is currently evolving with the
PERFECT project2, we first propose to do experimentation on
a generated trace.

After this introduction, section II discusses this approach
with regard to the related works and the industrial context. Sec-
tion III summarizes the approach defined in [16]. Section IV
defines some notations in this paper, then section V formalizes
the classic approach which consists in executing a Büchi
automaton on an execution trace and section VI formalizes the
parallelized approach. Then, section VII presents experiments
and comparison between the two methods. Finally, section VIII
concludes this article discussing efficiency of the parallelized
approach versus the sequential approach, and identifying the
current limitations of the parallel method.

II. CONTEXT

A. Related Work

The existing works on runtime verification can be clas-
sified in two categories: online methods which perform the
verification during execution of the program and a-posteriori
methods, which perform verification on execution traces. There
is a lot of work on online verification, especially for Java
programs [13], [23], [21], [20] and in the aspect-oriented
programming community [27]. Existing works are based on
rewriting techniques [20] or specific techniques, such as trans-
lation of LTL formula into state machines [12], [19].

Reduction of verification time is a crucial issue in allowing
us to deal with industrial software. In online verification,
many efforts are made in this way. [6] proposes to reduce
the number of monitors, using static analysis. [5] proposes
a parallel verification of several three-valued-LTL properties
encoded in a monitoring system using the GPU 3. [24], [28],
[29] separates monitors from the program to be verified.

The approach of this paper is an offline approach; ex-
ecution traces come from a railway simulation framework.
Verifications are done on execution traces rather than online,
for several reasons. One of the most important is that the ver-
ification phase must not disturb the execution of the program
to be verified. Actually, for real-time programs, a reduction
of the execution speed can change the veracity of a property.
In this context, there are three factors depending on the trace
and affecting the verification time: the size of the trace, the
number of variables inside the trace, and the format of the
trace. The last factor is not optimizable because the simulator
is proprietary.

In several existing works, execution traces are obtained
by listening to all variables of the program to be verified,
even if variables are not necessary to verify the specified
properties [4], [25]. These approaches lead to generation of
big traces, because some variables and states are unnecessary.

2Performing Enhanced Rail Formal Engineering Constraints Traceability,
http://perfect.ifsttar.fr/Site/

3Graphic Processing Unit

Actually, verification time increases linearly with the size of
traces, and with the average number of variables which are
modified at each state.

Static analysis may be used to minimize the size of
execution traces [15]. Static analysis detects all program points
where variables relevent for the verified property are modified.
An observation point is defined by collecting instruction at
each needed location. But reduction of trace is not sufficient
if the simulation goes on for several hours because some
variables perpetually evolve and hence the size of the trace
dramatically grows.

Consequently, the verification must be improved. [18]
proposes an approach to verify several traces coming from
a parallel application. Properties are verified using parallel
processes (one process for each trace) instead of merging all
traces into a unique trace to be analysed. This approach allows
the verification of traces coming from parallel programs. If
splitting the generation trace is not possible, another solution
consists in splitting the trace after its generation and verifying
the property on each piece of trace. This is our proposition.

B. Railway Transport context

Nowadays, each new line built inside the European Union
must comply with both national rules and ERTMS/ETCS
(European Railway Transport Management System/European
Train Control System). ERTMS/ETCS specification is a Euro-
pean proposition about embedded systems and communication
between trains and infrastructures.

This new technological and legal context must be imple-
mented in different European states. Indeed, line operation
rules must comply with the ERTMS/ETCS norm.

In this context, the considered software are critical and
their verification is essential for avoiding collisions or near-
collisions [3]. To do this, a proprietary simulator allows the
simulation of the train behaviours. This proprietary simulator
virtualizes control centres, railway with stations, markers, a
train with control command and the communication with the
control center. A train can be driven by an operator as a real
train or by a defined scenario. We propose to adapt and to
parallelize the approach of [16], in order to analyse temporal
properties on execution trace of the simulator.

III. VERIFICATION APPROACH

In this section, the approach defined in [16] is summarized.
The goal of this work has been to verify temporal properties
on avionics embedded software.

A. Language

Instead of using a complex language, we chose to define a
language which is well adapted to our needs. Hence, the first
step of our work was to study the documentation of a lot of
avionics software to extract temporal properties. For reasons
of confidentiality, this study has never been published.

After extracting temporal properties, they were classified
according to an extension of Dwyer’s classification [14].
This expansion was necessary because frequency properties,
properties with time interval, were not present in the original
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classification. The goal of this classification was to determine
what kind of logic and operators were necessary.

Finally, the defined language is a combination of LTL
(Linear Temporal Logic), regular expressions, and some addi-
tional operators for properties on numerical variables (integer,
float): comparison between two numerical numbers, addition,
substraction, multiplication, division. Operators on variables
have been defined to change the variable scope: if x is a
variable

• x?T refers to the last time when x was modified,

• x?C refers to the number of changes the variable
suffered,

• x?n refers to the value of the variable n changes ago,

• x?n?T refers to the time when x was modified n
changes ago,

• x?n?C refers to the number of modifications n
changes ago.

B. Trace Generation

In order to generate the trace, a dynamic analysis platform
was used. This virtualizes the hardware of the software to be
verified. For efficiency reasons, it was not possible to listen to
a variable of the program. Observation points are used instead.
As a consequence, in order to correctly verify a property using
a set V of variables, it was necessary to set an observation
point each time a variable of V changed.

Static analysis was used to find all necessary observation
points. A plugin for Frama-C [9], called Breakpointer, was
implemented to do this task. It was based on the Frama-C
plugin Value Analysis which performs a semantic analysis.
Hence, pointers on variables are taken into account.

Instead of using this avionics simulator, the ERTMS sim-
ulator will be used to generate execution traces. Each trace is
stored inside a database. Each trace maps to one table with a
timestamp, a type of message, and the associated values. The
type of message describes which variable is modified.

C. Verification

The verification phase consists in:

• Transforming the temporal property into a Büchi au-
tomaton using Ltl2ba

• Verifying the property by executing the generated
Büchi automaton on the trace execution.

If the temporal property follows a pattern, a statistical
automaton is generated and executed concurrently to the Büchi
automaton. This automaton is a state-transition machine, each
transition contains a propositional logic formula to activate the
transition and a list of counter assignments to change the value
of defined global counters representing interesting information
defined for each property pattern.

IV. RECALL

A. Notations

In the following sections, some notations are used to
help formalization of both approaches. The meaning of these
notations is described hereafter:

• P(Q) is the set of subsets of a set Q

• the set E is a Cartesian product such as E = E1 ×
E2 × ... × En, then E|i is projection of E on Ei. In
other words, E|i = Ei. If Ei is a Cartesian product
itself such as Ei = Ei,1 × ... × Ei,m, hence E|i,j
refers to Ei,j . This notation is applicable on function
; f : X1× ...×Xn → Y1× ...× Ym is a function. f|i
refers to projection of f on Yi.

• if E is a set, Eω is the infinite Cartesian product of
E.

• Ja; bK such as (a, b) ∈ N2 and a < b is the set of
integers {a, a+ 1, ..., b}.

• a trace σ is a sequence of states. A state σi ∈ Σ, where
Σ is the alphabet, at index i ∈ J0; |σ|−1K of the trace
σ is a total function which returns the value of a given
variable. |σ| is the length of the trace σ. In this paper,
a trace is considered as a word based on Σ alphabet
in the meaning of formal language theory [26].

• if K is a set of values, then K¿ = K ∪ {¿}, where ¿
is the unknown value;

In addition, item hereafter, to avoid confusions, we will
speak about element to define a trace state and about state to
define a automaton state.

B. Büchi automaton definition [8]

In this section, formal definitions of an automaton [22],
of a Büchi automaton and of a statistical Büchi automaton
are recalled. After, we schematized an execution of a Büchi
automaton.

1) Büchi automaton:

Definition 1: An automaton is classically defined as a five-
uplet A = (Q,Σ,→, q0, F ) where:

• Q is a set of states

• Σ an alphabet

• →⊆ Q× Σ×Q is a transition relation

• q0 ∈ Q is the initial state;

• F ⊆ Q is a set of accepting states.

The accepting condition of a finite word by an automaton is:

Definition 2: A finite word w ∈ Σ∗ is recognized by an
automaton A = (Q,Σ,→, q0, F ), if and only if there is a
sequence (q)i∈J0;|w|K, which starts with the initial state q0, such
that for all i ∈ J0;n−1K, (qi, wi, qi+1) ∈→, such that qn ∈ F .

A word w which is recognized by A is written w ∈ L(A),
where L(A) is the set of words recognized by A,



A Büchi automaton is a classic automaton with a special
accepting condition which allows the handling of infinite
traces. The accepting condition of a trace is:

Definition 3: An infinite word w ∈ Σω is a word inside
L(B), where B = (Q,Σ,→, q0, F ) is a Büchi automaton, if
and only if:

• there is a sequence (q)i∈N such that ∀i ∈ N,
(qi, wi, qi+1) ∈→

• ∀j ∈ N ∃k ∈ N such that k > j and qk ∈ F .

In this paper, a property has to be verified on an execution
trace. Hence, the corresponding Büchi automaton is executed
on this trace. Consequently, the alphabet used is built from the
trace states.

In order to compute statistical information on a given
infinite word, a statistical Büchi automaton is defined as an
extension of a Büchi automaton. When a formula of a given
transition is true, then primary operations, defined below, are
done on some given counters. At the end of the execution of
the statistical automaton, counters quantify properties which
are orthogonal to the temporal property. The statistical Büchi
automaton can be deterministic or not. Actually, a statistical
automaton is not an automaton used to analyse a program
whose the behaviour is not determined as in [7]. The word
statistical only refers to the statistical information which are
computed.

Example 1: For instance, the property to be verified is �
(♦ e), which means e infinitely often occurs. The number of
occurrences of e inside a given trace is statistical information.

Contrary to the work in [16], in this article, the statistical
Büchi automaton replaces the classic Büchi automaton when
a temporal property maps to the pattern of the statistical
automaton. Before defining a statistical Büchi automaton, we
define statistical operations.

Definition 4: C is a set of integer variables which will be
called counters. ΛC : (C → Z¿)→ (C → Z¿) is a set of action
on C, depending on current value of all variables. Operations
can be:

• doing nothing,

• assigning a constant or another counter value, or an
expression which can be:
◦ addition, subtraction, multiplication, division

of counter/constant
◦ minimum, maximum of counter/constant

In the case of parallel execution of a statistical deterministic
Büchi automaton, the unknown value (¿) is used and allows the
symbolic computation of the value of counters.

As a definition, the statistical operation λ of a given
transition is a list of actions.

Finally, the statistical Büchi automaton is defined as fol-
lows:

Definition 5: A statistical automaton is a five-uplet A =
(Q,Σ,→, q0, F, C0) where:

• Q is a set of states

• Σ an alphabet

• →⊆ Q× Σ× ΛC ×Q a transition relation

• q0 ∈ Q is the initial state;

• F ⊆ Q a set of accepting states;

• C0 : C → Z¿, is a function which returns initial value
of each element of C

Hereafter, the term word is replaced by execution trace.

2) Execution of a Büchi automaton: We use three cases
of Büchi automaton: the deterministic one, the statistical
deterministic one and the non-deterministic one. Before giving
a formal definition of an execution of a Büchi automaton for
each case, we illustrate these three cases with examples.

We speak about a step of computation when the Büchi
automaton consumes an element in order to enable accessi-
ble transitions. When the Büchi automaton is deterministic
(figure 1), at each step of computation, there is only one
state before the consumption of the mapping element (current
element) and at most one state after the consumption of the
element. Hence, the execution of the Büchi automaton can be
seen as a path with several nodes. Each node is a computation
step and there is only one link between two nodes.

A B B A C

σ0 σ1 σ2 σ3 σ4 σ5

computation
step

Fig. 1: Execution of a deterministic Büchi automaton

The execution of a statistical deterministic Büchi automa-
ton corresponds to the execution of a deterministic Büchi
automaton with a set of counters with their value for each
current state. In figure 2, counters with their value are modelled
by Ci.

A B B A C

σ0 σ1 σ2 σ3 σ4 σ5

computation
step

C0 C1 C2 C3 C4

Fig. 2: Execution of a statistical deterministic Büchi automa-
ton

If the Büchi automaton is not deterministic, then there will
be a set of current states instead of one state. The path becomes
a lattice instead of a sequence of automaton states. In figure 3,



each rectangle is a set of current states. Rectangle of level 1 is
the initial state, the set {A}. One of level 2 is the set {A,B}
after consumption of the first element. And so on...

A

B

A

B

B

A

A

C

A

σ0 σ1 σ2 σ3 σ4 σ5

level 1
{A}

level 2
{A,B}

level 3
{A,B}

level 4
{A,B}

level 5
{A,C}

computation
step

Fig. 3: Execution of a non-deterministic Büchi automaton

Schematically, a computation step consists in going from
a rectangle of level i to the nearby one (i + 1). Hence, the
formal definition of an execution of a program has to contain
two sets of state(s). The following sections take this fact into
account.

The execution of a statistical non-deterministic Büchi au-
tomaton is not described. Consequently, in the rest of the
article, we will speak about statistical automaton for a Büchi
statistical deterministic automaton.

V. CLASSICAL EXECUTION OF BÜCHI AUTOMATON ON
TRACES

Now, we formalize a sequential execution of a non-
deterministic Büchi automaton and a statistical Büchi automa-
ton.

A. Execution of a non-deterministic automaton on trace

The formalization of the execution of a non-deterministic
Büchi automaton is a core material for the other cases.

In the approach in [16], regular expression are trans-
lated into deterministic Büchi automaton by an AIRBUS-
proprietary tool, whereas LTL formulas are translated into non-
deterministic Büchi automaton by Ltl2ba.

As a reminder, the formal definition 3 requires a sequence
of states, hence the definition is sufficient for describing the
first case. On the contrary, generated Büchi automata are
non-deterministic in the second case. To deal with this case,
definition 3 is sufficient. However, the complete formalization
requires the definition of a sequence of set of states instead of
a sequence of states.

Formalization of an execution of a non-deterministic Büchi
automaton on a trace is based on figure 3. An automaton execu-
tion is a sequence of computation steps. Each computation step
is a pair of state sets: one set before the trace state consumption
and one set after. Formally, the definition of an execution of a
Büchi automaton on a trace is:

Definition 6: An infinite word w ∈ Σω is a word inside
L(Bnd), where Bnd = (Q,Σ,→, q0, F ) is a non-deterministic
Büchi automaton, if and only if there is a sequence Ri∈N ∈
P(Q)2 such that:

• R0 = ({q0}, {q0}) (1)

• ∀i ∈ N∗, Ri ∈ P(Q)2, such that:
◦ Ri|1 = Ri−1|2 (2)
◦ ∀ri ∈ Ri|2,∃ri−1 ∈ Ri|1, such that

(ri−1, wi, ri) ∈→ (3)

• ∀j ∈ N, ∃k ∈ N, k > j and ∃Rk|1 ∩ F 6= ∅. (4)

Property 2 ensures the consistency of the automaton exe-
cution. Property 3 is the part of the definition of an accepted
word, which handles the existing path, for a given Büchi
automaton. Property 4 is the other part of the definition of
an accepted word, which requires an accepting state which is
infinitely often reached.

If an infinite word w is not recognized by a non-
deterministic Büchi automaton, then ∃k such that Rk|2 = ∅
and for all k′ > k,Rk′ = (∅, ∅), or else the sequence of the
set of the current automaton states contains a finite number of
accepting states.

In figure 3, we obtain the following sequence:

R0 = ({A}, {A})
R1 = ({A}, {A,B})
R2 = ({A,B}, {A,B})
R3 = ({A,B}, {A,B})
R4 = ({A,B}, {A,C})

In our industrial railway context, handled finite traces are
transformed into infinite ones by looping over the last state of
the trace. This choice allows the use of existing tools such as
Ltl2ba without modification. The finite trace problem is not
the purpose of this article and was broached in [16].

The limit of the classic verification of a trace with a Büchi
automaton is that the sequence Ri∈J0;|σ|−1K is sequentially
computed. Hence, it slows the verification process.

B. Execution of a deterministic statistical Büchi automaton on
trace

In this section, an execution of a statistical deterministic
Büchi automaton on a trace is formalized.

Definition 7: An infinite word w ∈ Σω is a word of
L(BS), where BS = (Q,Σ,→, q0, F, C0), if and only if there
is a sequence RSi∈N ∈ (Q)2 × (C −→ Z¿)2 such that :

• RS0 = (q0, q0, C0, C0) (5)

• ∀n ∈ N∗, RSn ∈ (Q)2 × (C −→ Z¿)2 such that:

◦ RSn|1 = RSn−1|2 et RSn|3 = RSn−1|4 (6)



◦ (RSn|1, wi, λn, R
S
n|2) ∈→ (7)

◦ RSn|4 = λn(RSn|3) (8)

• ∀j ∈ N, ∃k ∈ N, k > j and RSk|1 ∈ F . (9)
Property 6 ensures consistency of automaton execution. Prop-
erty 7 is a part of the definition of an accepted word. Property 9
is the other pat of the definition of an accepted word, which re-
quires an infinitely-often-reached accepting states. In property
7, wn is the current element and λn is the current operation
applied to the counters (property 8).

If we deal with figure 2, then the sequence will be:
RS0 = (A,A, C0, C0)
RS1 = (A,B, C0, C1)
RS2 = (B,B, C1, C2)
RS3 = (B,A, C2, C3)
RS4 = (A,C, C3, C4)

Despite the fact that trace analysis naturally looks like a
single sequential process, we will show that parallel execution
of the Büchi automaton improves the computing efficiency.

VI. PARALLEL EXECUTION OF BÜCHI AUTOMATON ON
FINITE TRACES

A. Principle

Until now, when a trace has been verified by execution
of a Büchi automaton, it has been necessary to compute
R0, ..., Ri−1, before computing Ri, because of the equality
Ri−1|2 = Ri|1. We propose the following new approach:

1) splitting the execution trace in several pieces,
2) executing a Büchi automaton B on each piece of the

trace
3) merging the results of each execution of B to deter-

mine if the trace belongs to L(B).

Figure 4 synthesises the approach on a trace which is split
into two pieces, at trace state 3. Two identical Büchi automata
are executed on traces σ0..σ2 and σ3...σn. The execution of
the Büchi automaton on the first trace follows the rules defined
in the previous section. The execution of the Büchi automaton
on the second trace begins with Q ({A,B,C}) as the set of
initial states.

The verification of the property on the entire trace is
performed using a function which acts as a short-cut between
the beginning and the end of each part of the trace.

For instance, if the execution trace stops after trace state
5, we can see in Figure 4 that:

• state A before element 3 leads to nothing after element
5.

• states B and C before element 3 lead to A and C after
element 5.

Because at level 3 the set of current states is {A,B}, the
set of states after trace state 5 is {A,C}.

After presenting the principle, we will formalize it on non-
deterministic and statistical deterministic Büchi automata. For
reasons of clarity, the formalization will be done on a trace
which is split into two sub-traces, but this one is generalizable
to several divisions.

A

B

A

B

A A

B

A

B

C A

C

level 1
{A}

level 2
{A,B}

level 3
{A,B}

level 3
Q

level 4
{A,B}

level 5
{A,C}

σ0 σ1 σ2 σ3 σ3 σ4 σ5 σ6

(a) non-deterministic

A B B

A

B A

C B A

C

level 1
{A}
C0

level 2
{A,B}
C1

level 3
{A,B}
C2

level 3
Q

I0

level 4
{A,B}
I1

level 5
{A,C}
I2

σ0 σ1 σ2 σ3 σ3 σ4 σ5 σ6

(b) statistical

Fig. 4: Principle of parallel approach

B. Execution of a non deterministic Büchi automaton

The trace σ is split into two sub-traces at element index c.
The Büchi automaton will be executed on the both sub-traces.
To do so, two sequences of computation steps will be defined:
Rn∈J0;cK and Rn∈J0;|σ|−c+1K.

Rn∈J0;cK is the sequence of computation steps which begins
at element σ0 as defined in section V. Hence, for all n ∈ J0; cK,
Rn = Rn.

The sequence of computation steps on the second trace is
defined as:

Definition 8: Sequence Rn∈J0;|σ|−c+1K ∈ (P(Q))2 ×
(Q −→ P(Q))2 is such that :

• Definition of the first two components of Rn as
following:

◦ R0|1 = Q (10)

◦ ∀n ∈ J0; |σ|+ 1− cK,Rn|1 = Rn−1|2.
(11)

◦ ∀n ∈ J0; |σ|+1−cK, ∀r′n ∈ Rn|2, ∃rn ∈ Rn|1,

such that (rn, σc+n+1, r
′
n) ∈→ (12)

• The definition of the last two components of Rn
corresponds to the α function:



◦ ∀n ∈ J0; |σ|+1−cK,Rn|3 = αn, (13)

◦ ∀n ∈ J1; |σ|+ 1− cK,Rn|4 = Rn+1|3,
(14)

∀q ∈ Q, α0(q) = {q}. (15)
αn(q) = {q′′|∃q′ ∈ αn−1(q),

(q′σc+n+1, q
′′) ∈→}. (16)

Concretely,R is the sequence of the execution of the Büchi
automaton which begins at element index c and ends at element
index |σ|−1. The initial set of states is Q. Function αn records
the link between the set of states at element c+ 1 and the set
of states at element index |σ| − 1.

Property 10 means that the sequence of computation steps
is initialized with Q as the initial set of states. Properties 11
and 12 respectively ensure the consistency of the execution
and th acceptance of a trace by the automaton. α is initialized
with the identity function (property 15). For each state, α
is recursively computed depending on activated transitions
(property 16).

In figure 4a, the sequence will be:

R0 = ({A}, {A})
R1 = ({A}, {A,B})
R2 = ({A,B}, {A,B})
R0 = ({A,B,C}, {A,B}, α = id, {α(A) = ∅, α(B) =
{A,B}, α(C) = {A,B}})
R1 = ({A,B}, {A,C}, {α(A) = ∅, α(B) = {A,B},
α(C) = {A,B}}, {α(A) = ∅, α(B) = {A,C}, α(C) =
{A,C}})

Execution of the Büchi automaton on the first sub-trace can
be performed independently of the execution on the second
one. The results of the analysis of each sub-trace have to be
merged using the α function.

Using the same approach, it is possible to divide the trace
into more than two sub-traces. Actually, the prefix of the trace
is classically analysed and we use the definition of R for each
other sub-trace.

C. Execution of a statistical deterministic Büchi automaton

Let us recall some notations: σ is an execution trace,
BS = (Q,Σ,→, q0, F, C0) is a statistical deterministic Büchi
automaton.

The execution sequences look like R defined in sec-
tion VI-B. An additional function is computed as α function,
in order to built the operation applied on counters between the
beginning and the end of each piece of trace.

RSn∈J0;cK is the execution sequence which begins at trace
state σ0 as defined in section V-B. Hence for all n ∈ J0; cK,
RSn = RSn .

The other sequence of computation steps is built as the
previous-section one, taking into account the computation of
statistical information.

Definition 9: RSn∈J0;|σ|+1−cK ∈ (P(Q))2 × (Q →
P(Q))2 × (Q→ ΛC)

2, where, for all n ∈ J0; |σ|+ 1− cK:

• RSn|1 = Rn|1, RSn|2 = Rn|2

• RSn|3 (α function) is close to Rn|3. The last property
about α defined at section VI-B is the only one which
is modified:
◦ ∀q ∈ Q,αn(q) =

⋃
q′′ such that ∃q ∈

αn−1, (q
′, σc+n+1, λn,q′ , q

′′) ∈→
◦ property RSn|4=RSn+1|3 is preserved

• ∀q ∈ Q,RS0|5(q) = Unknown.

• ∀q ∈ Q,RSn|6(q) = λ(n,q′)(R
S

n|5(q)).

• ∀q ∈ Q,RSn|6(q) = RSn+1|5(q).

In figure 4b, if we take into account the statistical infor-
mation, the sequence will be:

R0 = ({A}, {A}, C0, C0)
R1 = ({A}, {A,B}, C0, C1)
R2 = ({A,B}, {A,B}, C1, C2)
R0 = ({A,B,C}, {A,B}, α = id, {α(A) = ∅, α(B) =
{A}, α(C) = {B}}, I0, I1)
R1 = ({A,B}, {A,C}, {α(A) = ∅, α(B) = {A}, α(C) =
{B}}, {α(A) = ∅, α(B) = {C}, α(C) = {A}}, I1, I2)

If transition of X at Y implies the statistical computation
λX,Y , then:

I2(A) = Unknown
I2(B) = λA,C(I1(B)) = λA,C(λB,A(Unknown))
I2(C) = λB,A(I1(C)) = λB,A(λC,B(Unknown))}

D. The merging operation

After executing the Büchi automaton on each part of the
trace, the result has to be generated using α function.

Let F, the set of states at element |σ|−1. Hence F = {q ∈
R|σ|−1|2, such that ∃q′ ∈ Rc|2 et q ∈ αn(q′)}.

Theorem 1: The Verification of a property by sequential
execution of a Büchi automaton is equivalent to verification of
a property by parallel execution of a Büchi automaton.

If the trace is split into more than two sub-traces, then the
results will have to be sequentially merged.

Proof: Function α is constructed such that it allows the
selection of states of R|σ||1 coming from the setR0. The fusion
operation consists in determining states of R0 which have to
be kept. The states to be kept are those of the set Rc. As
a reminder, we have Rc ⊂ R0 = Q. Hence, the selection
of states of R|σ||1 coming from the set R0 is equivalent to
determining the generated states, for each state of Rc. By
definition of F, therefore, we have F = R|σ||1.

Hence, the verification result can be computed using the
end of trace algorithm defined in [16] and F.

E. Limitations

In [16], specific operators on variables have been defined
in order to use a counter of variable modifications or the value
of a variable at a given number of its modification before the
current trace state. See the examples given in section III-A.



Because these elements are recursively computed, parallel
verification cannot be used. A possibility to handle these
operators could consist in adding new variables inside the trace
which map to these specific asked values.

VII. EXPERIMENTS

In this section, the experiments results about the parallel-
verification implemented approach are presented. Tests are
performed on generic traces, for the reasons given in section I.
The goal of this section is to test the efficiency of the approach,
and the to compare it, in term of execution time, with the
classic approach.

A. Implementation

Due to industrial confidentiality, it is not possible to provide
the source code of the program which implements the approach
of this paper. Nevertheless, some technical elements are given
below. The prototype is written in C++ and is 32, 900 length
(number of lines of code), with 13, 000 length of header file.

1) A distributed architecture: The implementation of both
approaches (sequential and parallel) follows a distributed ar-
chitecture, in order to efficiently share the available hardware
resources. Indeed, the reading action of the trace is separated
from the Büchi automaton execution. Figure 5 illustrates the
relation between the processes of the sequential approach.
The execution process and the reading process communicate
through a TCP/IP interface. The execution process can load
information from one or several readers. Actually, trace reading
can be split and shared out among several reader processes.
Figure 6 illustrates the communication relations between the
processes of the parallel approach. The fusion operation is not
presented in this figure. Each execution process can interact
with one or several reader processes. In figure 6 only the case
where each execution process maps with a reader process is
presented.

Büchi
automaton
execution

trace reader

Büchi
automaton
execution

Trace reader 1 Trace reader 2

TCP/IP

TCP/IPTCP/IP

Fig. 5: Sequential implementation

Büchi
automaton
execution 1

trace reader 1

Büchi
automaton
execution 2

trace reader 2

TCP/IP TCP/IP

Fig. 6: Parallel implementation

2) The trace format: For this prototype, the trace format is
based on Xml. The trace is split into several blocks which
contain the same number of states |b|. Hence, when the
execution process needs a state σi, it calls the reader process
which returns the full block containing σi. The first state σi
of this block contains the sub-trace σi...σi+|b|−1. The use of
blocks has two explanations.

Firstly, it limits the network latency. Test have shown that
verification time increases dramatically if states are sent one
by one. Secondly, Büchi automaton split follows the block
segmentation. Actually, traces are partial4. But elements σi
and σi+|b|−1 are complete5 for each block b beginning at σi.

B. Load experiments

Two experiments are done: without statistical information,
and with statistical information. The tests are done on the same
generic execution trace for the two experiments. This trace
has 10 million states and contains only one variable called x.
For each trace state, the value of the variable changes. The
domain of variation of the variable is J−10; 10K. In order to
do verification on different-sized traces, the verification can be
stopped after a given number of states. Hence, we can verify
a prefix of the given trace to simulate smaller traces.

Figure 8 gathers the results of the two experiments. The
trace has been split into 2, 4, 8 or 10 sub-traces. The ver-
ification has been done for each sub-trace and the maximal
time for each class of division has been placed in the graph.
The memory process was launched in a 24Go-RAM computer,
whereas the execution processes have been run on a 4Go-RAM
computer with a Core-5i processor (2Ghz, 3Mo cache, 64-bits).

1) Without statistical information: The targeted property to
verify on this trace is � (x 6 10 ∧ x > −10) which means
that constraint x 6 10 ∧ x > −10 has to be true for each state
of the trace. The goal of this test is to compare a sequential
verification with a parallel verification of this property on the
trace.

The Büchi automaton of this property, which is obtained
by Ltl2ba, is defined by figure 7a.

According to figure 8a, comparison with the sequential
verification, verification time is reduced by 40% when the trace
is split into two sub-traces. If the trace is split into ten sub-
traces, verification time is reduced by 90%. The fusion time
is weak: less than 0.01 seconds when the trace is divided into
ten pieces.

2) With statistical information: The targeted property to
verify is � (♦ (x = 5)), which means that the constraint x = 5
occurs infinitely often. During the analysis of the trace, the
number of states where the property x = 5 occurs is computed
using the count counter whose initial value is 0.

Figure 8b shows that the verification of the property is
more efficient when the trace is split than when the trace is
sequentially browsed. Time verification is divided by two when
the trace is split into two pieces,and divided by four when the
trace is split into four pieces of trace... The fusion time is
weak: less than 0.01 of a second when the trace is divided
into ten pieces.

This approach seems to be more efficient than the sequen-
tial one. The fusion operation which allows the merging of
intermediate results requires less than 1 second. The next step
of this work will consist in verifying traces which come from
real industrial cases, with more complex properties, and traces
with more variables. Actually, Büchi automata of complex

4An element only contains modified variables
5All variables with their current values are inside these elements.
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Fig. 7: Büchi automata of the experiments

property generally have more transitions and states than the
experiments presented above.

VIII. CONCLUSION

In this paper, we formalize the execution on a trace of a
non-deterministic Büchi automaton, of a deterministic one and
of a statistical one. This formalizations are based on the classic
formal definition of a Büchi automaton, which is not complete
to entirely describe each computation step. This formalization
is the basis of the main contribution of this paper which
consists in parallelizing the execution of a Büchi automaton
on a trace.

The analysed trace is split into several sub-traces. Then, the
Büchi automaton is executed on each sub-trace. The execution
on the first sub-trace is classic, whereas the execution on
each other sub-trace is different. Indeed, the Büchi automaton
is initialized with the set of automaton states instead of the
initial state. During the execution of the Büchi automaton on
a sub-trace, a short-cut is computed between an automaton
state at the beginning of the execution and its generated set of
automaton states at the end of the execution. After that, this
short-cut is used to perform the fusion of the results of the
first sub-trace with the results of the second one, in order to
deduce the global result.

This new approach has been used to carry out experiments
on generic traces of different sizes. The verification times of
the parallel approach are compared to the ones of sequential
approach. The verification time is approximatively divided
by the number of sub-traces analysed. As a result, this new
approach allows the splitting of the verification of a property
on an execution trace to limit time and memory requirements.
The next step consists in verifying a property on a real
industrial case with the parallel approach and comparing time
requirements with the sequential one.

A theoretical improvement moderation of this parallel
approach is that the specific operators on variables developed
in [16] cannot be used because they imply an on-the-fly
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Fig. 8: Maximal time requirement for verification of a trace

computation which is not parallelizable. However, we show
that the verification time is better with the parallel approach
than with the classic one. In addition, this approach includes
computation of statistical information on traces. The relevance
of the divide-and-conquer strategy using parallel execution had
to be proved in this context. The computing performance is a
validation.

A perspective could be to enrich the trace with necessary
data to allow the verification of properties with the specific
operators. Another direction of research could be to determine
after how many splits we no longer save verification time.
Finally, this new parallel method has to be confronted with a
real industrial case.
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